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Caringo Support

Following is guidance on how to work with Caringo Support, use the support tools provided, and get the fastest help with your product issues.

How to open a support case

Tips to solve your support case faster

How to collect a support bundle

How to upload any file to Support

How Support uses 'Organization’

Support Tools Training: swarmctl & swarmrestart
How to use indexer-enumerator.sh
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How to open a support case

Here are the steps and recommendations on how to raise a case with the Caringo support team.

® Registering to use the portal
® Entering a new case

Registering to use the portal

1 Browsetothe  support.caringo.com
support portal:

2  Ifyouhave
never opened
a case before,
create an
account by
selecting the
Sign up link:

Caringo Swarm

Log in to Customer Portal

Need anaccount? Sign up

3 When .
prompted, Slgn up
enter your
email address Enter your email address and we'll send you a private
and click Send sign up link.
link:

Email

Already have an account? Log in

© Caringo, Inc. All rights reserved.
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4  Lookforan
email from o Customer Portal <jira@caringo.atlassian.net=

jira@caringo. Mo 27/07/2020 14:05
atlassian.net. To: You

When you Almost done!

receive the ) . o

email, click on Follow the link below to finish signing up to Customer

the link
provided. m

5 Ifyoudon't
receive it, ;
check your Check your email
spam/junk
folders. If it's
not there,
select the
Resend option.

We sent an email to Click the
link in the email to Finish signing up.

Resend

6 At the Signup
prompt, enter i
your name and Slgn i
a password
(which will Email address
have to pass a
strength
check):

Full name

Choose a password

®

By clicking Sign up, you agree to the Privacy Policy and
this Notice and Disclaimer.
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If you see
Welcome, your
registration is
complete.

Now that you
are logged into
the support
portal, create a
new case by
selecting the
Technical
support link:

To search
across all
documentation
and knowledge
base articles,
type a phrase
into the search
field at top:
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Welcome to Caringo Support!

Find help and services

= Uploads — To add hnies (such as logs) to a ticket, use the suppi
= Support tools — Download the latest Caringo support tools: ¢

What can we help you with?

x Technical support
Need help installing, configuring, or troubleshooting? Select

a Suggest a new feature
15 knowe vauic idea Far a new nraduct feature

Welcome to Caringo Support!

Find help and services

Entering a new case

®

Important

Before contacting Support, whoever submits the ticket should arrange to have remote access to the environment (such as “root” access
on the Platform/CSN or Gateway systems).

If you cannot access the system, Support will be severely limited in their ability to assist you.

Make sure that your ticket covers the vital information:

© Caringo, Inc. All rights reserved.

Describe your environment. At minimum, list the versions of the Swarm components that are associated with the account (such as
“Swarm 11.2.0,CSN 8.3.2, ...").

Include a detailed explanation of the problem.

List any troubleshooting steps attempted (if any).

Include the name of the cluster so we can identify it in our health report listing, if possible.
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® |nclude the name of the end customer, if you are acting on someone's behalf.
Once you have created a case, note the case number and create and upload a log bundle to link to it:

® How to collect a support bundle

© Caringo, Inc. All rights reserved. 5
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Tips to solve your support case faster

Here are tips to improve the speed and effectiveness of the support you receive from Caringo:

® Start with specifics — Frequently we receive support tickets with vague problem descriptions (such as "Swarm is not replicating” or "One
node won't come up") and no information about the version of software involved, the configuration, the exact messages or symptoms
received. Without that information, all we can do is to respond and ask you for more information. You can save a lot of time by being
precise and detailed and by including the maximum possible amount of configuration information.

Configuration — To diagnose almost any problem, we need to know the basics about your configuration:
1. Basic hardware architecture (number and type of nodes, connectivity, etc.)
2. Software versions (Swarm, CSN, etc.)
3. Swarm configuration (your cl ust er . cf g/ node. cf g file)

® Logging — For most problems, being able to see what happened over time is essential to understanding behavior. This means that we will
likely need to see your logs.

1. Enable logging: Please make sure that you have logging enabled.

2. Retain logs: If you are not logging to a syslog server somewhere or if you have not retained those logs, it is quite likely that it will
be impossible to definitively say what went wrong.

3. Target the timeframe: Please provide us logs for the period during which the problem you are trying to resolve occurred.

Thank you! We are much more likely to be able to diagnose your problem quickly if you send us these details early.

© Caringo, Inc. All rights reserved. 6
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How to collect a support bundle

The Caringo Support Tools bundle is essential for all users of Caringo products. It contains scripts for many purposes. Inside the bundle are
support scripts as well as PDFs that describe in detail how to use them:

® Tech- Support-Scri pts-Bundl e. pdf

® Tech- Support - Scri pt s- Bundl e- swar nttl| . pdf

The primary tool in this bundle is t echsupport - bundl e- gr ab. sh, a script that snapshots your Swarm configuration and log data into a
tarball, which you attach to the ticket to help troubleshoot your case.

® (Creating your support bundle
® Uploading the bundle (internet access)
® Uploading the bundle (no internet access)

Creating your support bundle

When you open a support ticket with Caringo, best practice is to proactively collect and upload a support tarball with your technical information.
You create this tarball by running the t echsuppor t - bundl e- gr ab. sh command from the extracted tools bundle.

The first time you have an issue to raise with Support, follow this process to give them your support bundle:

. Open a support ticket, and note the ticket number (such as SUP- 1234), to use when uploading your file.
. Download the bundle here: https://support.cloud.caringo.com/tools/caringo-support-tools.tgz

. Extract the tools in the / r oot directory on the server (CSN, Elasticsearch, SwarmNFS, or Gateway).

. Navigate to the tools directory, which is usually / r oot / di st .

. Run the script by typing: . / t echsupport - bundl e- gr ab. sh

. Note the name and location of the tarball it created.

o O AW N =

Uploading the bundle (internet access)

If your server has internet access, you can upload directly from your server:

1. To enable the uploadtosupport function in your shell, type the following:
source /root/dist/bashrcforcustoners

2. To upload the bundle to Caringo Support, type this:
upl oadt osupport [ new bundl e-fil enane]

3. When prompted for a customer name and ticket number, enter the number you noted above.

4. On success, the uploader automatically adds your bundle to the ticket and notifies Support; you do not need to email Support or make any
changes to the ticket.

Uploading the bundle (no internet access)

If your server does not have access to the internet, you will need to move the file to a location that does.

1. Securely connect (such as with WinSCP) to the server (CSN or other product) from an accessible location.
2. Download your new support bundle.

3. Browse to the Uploader URL: https://support.cloud.caringo.com/uploader/uploader

4. Upload your bundle from your download location.

© Caringo, Inc. All rights reserved. <7
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5. When prompted for a customer name and ticket number, enter the number you noted above.

6. On success, the uploader automatically adds your bundle to the ticket and notifies Support; you do not need to email Support or make any
changes to the ticket.

© Caringo, Inc. All rights reserved. <8
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How to upload any file to Support

® Uploader (preferred)
® cURL

Uploader (preferred)
If you are using a modern browser (Chrome, Firefox, not IE), you can browse to the uploader and transfer the file directly.

® https://support.cloud.caringo.com/uploader/uploader

Caringo Support will automatically be notified of the link to the file and the link will be attached to your ticket. This uploader will tag the file with
metadata specific to support, and is by far our preferred method for transferring data to Support.

cURL
You may use curl to upload logs, configurations, and other large files to Caringo Support. In order to do so, you must have curl installed.
There is a function called upl oadt osupport included in the file "bashr cf or cust oner s" in the Support bundle:

® https://support.cloud.caringo.com/tools/caringo-support-tools.tgz

If you have downloaded this bundle, add the following to your /root/.bashrc file:

source /root/dist/bashrcforcustoners
That way, you can upload a file to support using the following syntax (after sourcing .bashrc again):

source /root/.bashrc
upl oadt osupport [fil enane]

This will put the file in a bucket called cl i - upl oader. We will get automatically notified within 10 minutes.

® Tip

For your convenience, a reference to the support tools is located in a PDF within the bundle itself.

© Caringo, Inc. All rights reserved. 9
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How Support uses 'Organization’

Filling in the Organization field in the support portal is necessary to associate you with an account that holds a valid support contract.

Notifications

All support users get notifications about cases that are related to their own organization:
® They will be notified each time a ticket has been created.
® They will be notified when the organization has been added to an existing ticket.
® They will be able to 'opt in' to see updates about each ticket. If they do not opt in, they won't get any updates on the case.

How are people removed?

If there are others within your organization that were previously copied on tickets who no longer need access to your support tickets, ask Support
to remove them from the organization.

© Caringo, Inc. All rights reserved. <10
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Support Tools Training: swarmctl & swarmrestart

caringo

The Cloud and Object Storage Platform

Support Tools
swarmctl and swarmrestart

© Caringo, Inc. All rights reserved. * 11
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What We'll Cover

e snmp-castor-tool.sh
e swarmctl

¢ swarmrestart

© Caringo, Inc. All rights reserved. <12
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snmp-castor-tool.sh

« snmp-castor-tool.sh has been around for many years

 uses SNMP for most operations (although not all)

* swiss army knife for many support operations (38 different option flags!)
 can query the cluster AND perform operations against the cluster

 can change cluster settings in real-time

* can rolling reboot a cluster

* can collect snmp oid output

* relies on SNMP which is very slow, especially in larger clusters

» snmp could eventually be removed from Swarm in favor of the better tools

© Caringo, Inc. All rights reserved. <13



Ca I'§ n gO Caringo Support Updated 2020-08-03
swarmctl Overview

 Like snnp- cast or - t ool . sh, swarmetl lives in the support tools bundle (support.
cloud.caringo.com/tools/caringo-support-tools.tgz)

 Uses the management API for all operations

 Swiss army knife for many support operations

 Can query the cluster AND perform operations against the cluster

 Can change cluster settings in real-time

« Cannot rolling reboot a cluster (see the swar nr est art script)

* Does not collect snmp oid output

* Relies on the mgmt api, which is very fast compared to SNMP

* Is the go-forward support tool for the majority of support operations (Swarm 10+)
* If SCSP_HOST is set in the environment, -d [ip address] is not necessary
e - x is commonly used to get more output, in some cases MUCH more

e - X is used to output to a csv file automatically for more analysis

* By default, will only take action or get information from the node specified in SCSP_HOST
or -d [ip address] options.

- a takes action or gets information from ALL nodes in the cluster as seen in the cluster
status page

- ais not necessary to change a value that affects the PSS as the PSS is automatically
read by all nodes

* - nis used to take action or query node IPs specified in a file you create called NODES.csv
in the directory from which you run the swarmctl script (same note regarding -a applies
here this works the same as in the snmp-castor-tool.sh script)

© Caringo, Inc. All rights reserved. <14
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e - | removes the text table lines to declutter the output
* - his used for help (usage)

» most query output will show you the default value, the current value, whether it is
changeable, and scope of the setting's effect (node/ cluster/ etc)

© Caringo, Inc. All rights reserved. +15
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swarmctl -A Announcements

« swarmctl -A [show|clear] shows (default) and allows you to clear announcements.

¢ Add -a for all nodes.

© Caringo, Inc. All rights reserved. +16
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swarmctl -b Largest streams

« swarmctl -b shows the biggest streams and their rep counts.

* Add -a for all nodes.
e -x for much more output to file.
« If the largest stream on a particular disk is a segment, that is noted as "seg"
* In the graphic, /dev/sda is retired:

| modeTPAddress | name | availPercent | stresmfount | volErrs | maxSpace | largestStreamSize | largestStreambuid | largeluidRepCount

192 .168.201 .85 | /dev/sda | @% | @ | @ . ] |

b
(=3
L~

|

A e :
| 192.168.281.85 | /dev/sdb |
b A
|

| 182 | Z@286435edlbl48ecO49468876b214Te | seg

192.168.201.85 | Afdevs/sdc | 61% | 8,668 | 8
e T T T
| 192.168.2081.85 | /dev/sdd | 5@% | 6,196 | 8 | 18,3268 | 1048 | b1917E8b765f52ee@4293d54482c1101 | 3
e e e = tassaTan. e e e e

© Caringo, Inc. All rights reserved.
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swarmctl -C See and modify configuration

swarmctl -C [option] this shows a particular mgmt api configuration endpoint

think OID in snmp parlance

By default, this shows a single node's current value...

¢ -ato see all nodes' values.

Add -V [option] to change the value if Readonly is False.

* By far one of the most commonly used flags.

root®c-csnl:~/tmp>swarmctl -C disk.obsoleteTimeout

ST S e e b eSS EEESS o ESESs S e e S e +

| Node | Setting | Value | Changed By | Scope | Readonly |

| 192.168.201.85 | disk.obsoleteTimeout | 1289600 | | cluster | False |

- ST T e e S SR EEESS o s S aaaaasr S e S sS +

root@c-csnl:~/tmp>swarmctl -C disk.obsoleteTimeout -V 604800

g —————————-= ittt bbbt Fom—mmm- e R Fomm s s o mmmmm——————o oo Fomm o m +
| Node | Setting | Value | Changed By | Previous Value | Prev Changed By | Scope | Readonly |
| 192.168.201.85 | disk.obsoleteTimeout | 6@480@ | Management API | 1209600 | | cluster | False |
=S T S e eSS S S e oo e e EEEESS S ESESS +

© Caringo, Inc. All rights reserved. <18
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swarmctl -d Specify the node to query

 swarmctl -d [ip address or DNS name]

« this option is used in conjunction with other options

« this option specifies the initial IP address to use when querying the cluster.

« swarmctl can use this IP address to collect the complete list of IPs in the cluster
« the complete list of IPs can be queried using -a once -d [ip] has been specified

« this option is not necessary if using the -n option

* you can forgo this option if you set SCSP_HOST in your environmental variables (which is
why the examples in this deck are all missing the -d [ip] options)

root@c-csnl:~/tmp>echo $SCSP_HOST
192.168.201.85

© Caringo, Inc. All rights reserved. *19
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swarmctl -D Query and control drive lights

swarmctl -D [{on,off,1,2,5,10,25,50}]

this option is used to turn on and off the drive lights on a particular node/ disk

the number variables indicate number of minutes to turn the light on, or set "on"

use with -V [drive] to specify a particular drive

root@c-csnl:~/tmp>swarmctl -D 1 -V /dev/sda
API reports success setting drive light /dev/sda on 192.168.201.85 to on with timeout: 1

© Caringo, Inc. All rights reserved.
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swarmctl -E Errors

 swarmctl -E [show|clear] shows (default) and allows you to clear errors.

¢ Add -a for all nodes.

o this is similar to -A, except for errors instead of announcements

© Caringo, Inc. All rights reserved. 21
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swarmctl -e HP cycle information

 swarmctl -e shows you the current, ongoing HP cycle information.

* most commonly used with -x to export much more information for analysis

root@c-csal -/ tnp>smormctl -2

| nodeTPiddress H® Exom guels coant | HP Replication gueus HP Stote H? nngoing cycle: HP angoing cycle HP lost cycle: Streoms | HP ongoing cycle, HP lost cycle, whola: |
count fycle number Streoms examtned exantnad I whole reps: Trims reps: Trims requested |
regquested

162.168.281.85 | @

[}
E
E
=
o

1.848 24,425 I B2 3491

© Caringo, Inc. All rights reserved. «22
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swarmctl -F format stale disks

 swarmctl -F [stale volume]

* only applies to disks that have been marked as stale (offline for more than 2 weeks by
default)

* |eave off the volume option in order to format all stale disks on the node (likely the more
common option)

« this prevents you from having to go to the terminal console, stop the storage processes,
format the drives, and then reboot the chassis

© Caringo, Inc. All rights reserved. +23
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swarmctl -i Log level

» swarmctl -i [{0,5,10,15,20,30,40,50}]

« display the log level (without variable) or use a variable to change the log level for all
nodes in the cluster

root@c-csnl:~/tmp>swarmctl -1

e ettt it T vy et sttty Sty +

| Node | Setting | Value | Changed By | Scope | Readonly |

| 192.168.201.85 | log.level | 30 | cluster settings | cluster | False |

e e B fmmmmmmmmm g mmm e $mmmmmmmmmmmmmmm T e fmmmmmmm +

root@c-csnl:~/tmp>swarmctl -1 20

Fmmmmmmmmmmmmmma === fmmm———— prmmmmmmmmmmmmmae frmmmmmmmm—————a- == mmmmmm e -
| Node | Setting | Value | Changed By | Previous Value | Prev Changed By | Scope | Readonly |
+ + + + + + + + -
| 192.168.201.85 | log.level | 20 | Management API | 3@ | cluster settings | cluster | False |
e e e e e e e e e S S e et e e i e e e i

© Caringo, Inc. All rights reserved. <24
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swarmctl -l Remount stale volume

 swarmctl - [stale-vol-to-mount [stale-vol-to-mount ...]]
* leave blank to apply this to every stale disk on the chassis

« this option allows you to remount the stale volumes as opposed to -F which allows you to
reformat stale volumes

« if you are sure the data on the disks is valid and necessary, use this option to resurrect
those streams

« this will likely cause over-replication as the streams likely have already been recovered in
the 2+ weeks since the drives were not stale.

© Caringo, Inc. All rights reserved. +25
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swarmctl -k_ Kernel modules

» swarmctl -k will show the loaded kernel modules
« this is a lot of output- use with -x to output to a file, otherwise it is unusable

* partial output below

Driver | flib/modules/4 Adriversfeoufiregsoc

| ACFT Processor F

ci_platf

AHCT SATA platform driver I /lib/modules/4. 18,5

| TPM BOriver

© Caringo, Inc. All rights reserved.
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swarmctl -K Display all cluster settings

« swarmctl -K shows all currently active configuration parameters in the cluster!

« this shows you the scope of all of the options, where they were set, whether you can
change them dynamically

 use with -x to export to file for ease of use

© Caringo, Inc. All rights reserved. <27
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swarmctl -L Node log level

 swarmctl [-L {0,5,10,15,20,30,40,50}] Allows you to view and change a particular node's
log level.

* This is useful when you want to change only a single node's log level instead of EVERY
node's log level

* This value does not persist after a reboot
root@c-csnl:~/tmp>swarmctl -L 30 -d 192.168.201.85

frmmmm .- frmmmmmem———ee————— dmmmm—— fommm e ——————— fommmm———————— fommm——————————— fommm——— fmmmmm————— +
| Node | Setting | Value | Changed By | Previous Value | Prev Changed By | Scope | Readonly |

+

| 192.168.201.85 | log.nodeLoglevel | 30 | Management API | @ | Management API | node | False |

fmmmmmm e e ECE LR R pommm——— frmmmm e ———— pmme e ———— fommmm e e ———— pommm——— pom - +

© Caringo, Inc. All rights reserved. +28
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swarmctl -m detailed running statistics

 swarmctl [-m {commstats,hpstats,networktest,meminfo,features}]
« this option includes all kinds of details statistics from a running cluster

* typically used with -x to output automatically to a file where you will see much more output

© Caringo, Inc. All rights reserved. <29
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swarmctl -m commstats

¢ swarmctl -m commstats

* shows bidding and histogram information

* typically used with -a AND -x to output all nodes' information automatically to a file where
you will see much more output

© Caringo, Inc. All rights reserved. <30
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swarmctl -m hpstats

swarmctl -m hpstats

used to show health processor statistics including the current ongoing cycle

typically used with -a AND -x to output all nodes' information automatically to a file where
you will see much more output

© Caringo, Inc. All rights reserved. + 31
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swarmctl -m networktest

e swarmctl -m networktest

« this starts a network connectivity test and can take quite some time so use with caution

e typically used with -a output all nodes' information automatically to a file where you will
see much more output.

 -X is not required to output to a file with this option as that is the only method of output

root@c-csnl:~/tmp>swarmctl -m networktest -a
Note: running a networktest may take a long time.

networktest output for c-csnl.enfield.com is in 202@_0323_1019-networktest.csv in this directory

:responseTime, 2:nodelp, 2 :tep: reps, 2 top:responseTime, 2: udp: reps, 2:udp: responseTime  3:nodelp 3 tep:reps, 3:toprrasponseTime, 3:udp: r
dp: responsaTime

601734313965,102 . 168, 281, B5,10@, 3. 777550228489502 .95, 0. 18914E74876843262, 192, 166, 201 . 86,180, 2. 61289143562

182 £3,180,0. D6ERTTATOT
5,100, 2. 5357685 7
679codd114, 192 168.201 84,100 ,2, 7409
B1.BR, 100, 2 248874664 30664 , 106, B, 061
192 168, 2@1. Bi Adbf 18! 2.168.201 84,180, 7  B358359336853027 , 108, 0. 06846165657043457, 192168 . 201 .85, 160 4 . 3922 39809036255, 33, 8. BO5170955657959,192 . 166, 201 . 86, 109, 2 . §13005884991455, 109, 0. S44764041
200634760, 192, 168 201, BB, 198, 2, BELO 004647217, 100, 0, 954 35681343078013

192.168. 201,88, 20c34bBeb7Bdadis 192, 168. 201 . 84,180, 2, 9755702015737793 , 109, 0. 9733039370119873,192. 165 . 201, 55,100, 4. 48163 2471084505, 99, 0. 1044507 4340820312 ,192. 166. 201 .50, 100 , 2. 625289201 73645, 109, 0. 0723107460
17456@5, 192 168 .-’ﬂl.‘l!t,'lﬂﬂ,)’ BEMBSRIAZIEAITS, 100, 0 . G669 243335723477

5623193 ,180, 0. 88721 790751403889, 192 (168 . 201 85,100, 3 TO6EL08729553223, 100, 8. 9571563 2438659668, 192 . 168201 . 86, 100, 7. 752497 1 E04B73I48E, 190006425

1070678711, L 1812286375953
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swarmctl -m meminfo

e swarm -m meminfo

Caringo Support

» shows memory information including index and overlay index

Updated 2020-08-03

* typically used with -a AND -x to output all nodes' information automatically to a file

root@c-csnl:~/tmp>swarmctl -m meminfo -a

s o mmmm e fmmmm e fmm e o o mmmmm e e e et e fmm e +
| nodeIPAddress | accounte | accounte | accounte | indexS | inde | ioBuffer | ov | overla | overla | overla | overlay: |
| | dMemoryH | dMemoryIl | dMemoryU | lotsAv | xUti | Memory | er | y:slot | y:slot | y:stat | totalMem |
| | ighwater | nUse | tilizati | ailabl | liza | | 1a | sTotal | sUsed | us | |
| | | | on | e | tion | |y | | | | |
| | | | | | | | en | | | | |
| | | | | | | | ab | | | | |
| | | | | | | | le | | | | |
| | | | | | | I d | | | | |
| 192.168.201.8 | 1041890 | 104189¢ | @ | 53.60 | @ | 1.426B | 1 | 53.69 | 15,479 | author | 2.17GB |
| 4 | | | [ mil | | | [ mil | | itativ | |
| | | | | | | | | | | e | |
B e e o mmmm e fmmmm e fmm e o o mmmmm e e e et e fmm e +
| 192.168.201.8 | 1045386 | 1043247 | @ | 53.59 | @ | 1.426B | 1 | 53.69 | 15,83@ | author | 2.17GB |
5 | | | [ mil | | | [ mil | | itativ | |
| | | | | | | | | | | e | |
B e e o mmmm e fmmmm e fmm e o o mmmmm e e e et e fmm e +
| 192.168.201.8 | 1043890 | 104389¢ | @ | 53.67 | @ | 1.426B | 1 | 53.69 | 15,784 | author | 2.17GB |
| 6 | | | [ mil | | | [ mil | | itativ | |
| | | | | | | | | | | e | |
B e e o mmmm e fmmmm e fmm e o o mmmmm e e e et e fmm e +
| 192.168.201.8 | 1043243 | 1043243 | @ | 53.60 | @ | 1.426B | 1 | 53.69 | 13,701 | author | 2.17GB |
| 8 | | | | mil | | | | mil | | itativ | |
| | | | | | | | | | | e | |
e o mmmm e fmmmm e fmm e o o mmmmm e e e et e fmm e +
© Caringo, Inc. All rights reserved.
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swarmctl -m features

e swarm -m features

« numbers of interesting types of requests like md5, if-match, integrity seal, rename, and
versioning

* typically used with -a AND -x to output all nodes' information automatically to a file where
you will see much more output
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swarmctl -0 SCSP Response Counts

» swarmctl -0 shows all of the SCSP response codes that a node has processed
* typically used with -a AND -x to output all nodes' information automatically to a file

* you can see below that since | have been using .85 to send these example commands to,
that 200 OK is much higher on that node than on other nodes

root@c-csnl:~/tmp>swarmctl -a -0
+
I

| nodeIPAddress | 208 | 201

| 192.168.201.84 | 258 | @ | @ | @ |33/ | | |3 |e | | | | | |6 |
=ssssssssssssss= ===s==s === === === === === +-—=—= +=———= +=———= +=———= +=———= +=———= +————= +————= +————= +————= +
| 192.168.201.85 | 2,924 |6 |@ | @ [12 |@® @ |1 |@ |@ |@® | |@ |@ |& |6 |
msssss=sssssss== em=ms=s === e e e e === {m==== {m==== {m==== {m==== {m==== (=== (=== (=== (=== +
| 192.168.201.86 | 182 |12 |@ | @ 371 | |2 |5 | | |6 |@ | | I6 |
=ssssssssssssss= ===s==s === === === === === +-—=—= +=———= +=———= +=———= +=———= +=———= +————= +————= +————= +————= +
| 192.168.201.88 | 29¢ | @ |@ | @ |[344 |0 |@ |@ |3 |@ |8 |2 |@ | |@& |6 |
s mss=ss=ssss=ss== pem===== b===== :m==== :m==== :m==== :m==== S === === === === === S === S === S === S === +
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swarmctl -p specify user_ password for admin access

 swarmctl -p [user:password]

o the commands run previously in this deck worked ONLY because we try to use 2 different
default passwords if the -p option is not specified

« if the admin password for the cluster is "ourpwdofchoicehere" or "caringo”, then swarmetl
doesn't require you to include -p [user:password] for commands that make changes or
otherwise need admin rights

« if you have a non-default password, which is the better strategy, then simply add -p [user:
password] with your commands for authentication.
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swarmctl -P Persistent Settings Stream (PSS)

swarmctl -P export the Persistent Settings Stream to standard out

requires admin credentials (-p user:pass) - see note on -p option.

use -x to export to a file

doesn't support -a - if you need the PSS from multiple nodes, use -d [ip]

root@c-csnl:~/tmp>swarmctl -P
Successfully retrieved cluster persistent settings stream from @3fd85d@3e861697e81337eaf2blaf85
recovery.volMaintenancelnterval=10300
scsp.autoRecursiveDelete=1

log. forceAudit=0
policy.eCEncoding=unspecified anchored
health.iterTasks=2
cip.queryRetryMultiplier=1.00000
metrics.target=
ec.segmentConsolidationFrequency=10
power. cap=10@
policy.e(MinStreamSize=1Mb anchored

© Caringo, Inc. All rights reserved.
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swarmctl -q Quick summary
» swarmctl -q get a quick summary of the cluster status

« what you might see from the cluster status page on port 90

root@c-csnl:~/tmp>swarmctl -q

e o m s mmmman e s e Fmmmmmmmmmmean fmmm s Femmmmm e e Hmmmmme +
| Type | name | status | ava | usedSpace | maxSpace | streamCount | swVer | errC | volE

| | I | ilP | | I | | ount | rrs |
| I I | erc | | | | | | |
| | | | ent | | | | | | |
| Cluster | c-csnl.enfiel | ok | 62% | 28.89GB | 121.43GB | 120,035 | 11.90.3 | [/ e |
| | d.com | | | | | | | | |
e o m s mmmman e e Hmmmmmmmmmmmaen Fmmmmmmmmm e e Femmmm e Hmmmmee e +
| Subcluster | default | ok | 62% | 28.89GB | 121.43GB | 12@,035 | 11.0.3 | 9 | o |
e o m s m e e o ommmmmmmmm e e mmmm e m e fomm e mmmm—— o +
| Chassis | 192.168.201.8 | ok | 75% | 9.91GB | 40.48GB | 44 364 | 11.0.3 | Q| 0|
| | 5 | | | | | | | | |
e e e e o L D e R e e +
| Chassis | 192.168.201.8 | ok | 76% | 9.42GB | 40.48GB | 37,915 | 11.6.3 | 0 1 e |
| | 4 | | | | | | | | |
e o m e mmmmen e e e e Ammmmmmmmm e e Femmmm e e Ammmm—e +
| Chassis | 192.168.201.8 | retired | o% | 0.00MB | 0.00MB | 0l 11.0.3 | 9 | 0 |
| | & | | | [ I | [ [ I
B B e e T s e e e e o o +
| Chassis | 192.168.201.8 | ok | 76% | 9.56GB | 40.48GB | 37,756 | 11.0.3 | 0| [/
| | 8 I | I I | I I I I
Fmmmm e e mmmm e o o m e e e e Hmmmm e o +
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swarmctl -Q dmesg_ hwinfo_ healthreport

swarmctl -Q

allows options for exporting dmesg, hwinfo, and the health report from a single node

this replaces other scripts like hwinfo-dmesg-grab.sh and collect_health_reports.sh

without a modifier, assumes "dmesg" by default

sion 6.3.0 20179516 (Debion 6.3.0-1B4deb3ul)) #1 SMP Wed Nov 13 29:82:4 T
Tre-200000 root-/dev/ram costor cfg=http: /7192 168,201 .3 : 888/ configh

once-alb: BOOT_IMAGE<kerne

point registers'

32 bytes, Lsing “stondard” format.

1] usable
] reserved
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swarmctl -Q dmesg

swarmctl -Q dmesg

export dmesg output

root@c-csnl:~/tmp>swarmctl -Q dmesg
Mode 192.168.2@81.85 dmesg
dmesg for 192.168.201.85 written to
root@c-csnl:~/tmp>swarmctl -Q dmesg
Node 192.168.2081.84 dmesg
dmesg for 192.168.201.84 written to
dmesg for 192.168.201.85 written to
Node 192.168.281.86 dmesg
dmesg for 192.168.201.86 written to
Node 192.168.201.88 dmesg
dmesg for 192.168.201.88 written to

© Caringo, Inc. All rights reserved.
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most commonly used with -x to export output to a file

can use with -a to grab the dmesg from ALL nodes in the cluster

=X

2020_0323_1449-dmesg-192.168.201.85.txt
==l

2020_0323_1450-dmesg-192.168.201.84 . txt
2020_0323_1450-dmesg-192.168.201.85.txt
2020_0323_1450-dmesg-192.168.201.86. txt

2020_0323_1450-dmesg-192.168.201.88.txt
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swarmctl -Q hwinfo

« swarmctl -Q hwinfo
* results in hwinfo output - can take some time to run

e typically run with -x -a to get all nodes' output to a file

root®c-csnl:~/tmp>swarmctl -Q hwinfo -x -a

Node 192.168.2081.84 hwinfo

hwinfo for 192.168.201.84 written to 2020_8323_1453-hwinfo-192.168.201.84 . txt

Node 192.168.201.85 hwinfc

hwinfo for 192.168.201.85 written to 2020_0323_1453-hwinfo-192.168.201.85.txt

Node 192.168.201.86 hwinfo

hwinfo for 192.168.20@1.86 written to 202@_@323_1453-hwinfo-192.168.201.86.txt
Node 192.168.201.88 hwinfo
hwinfo for 192.158;281.88 written to 2020_0323_1454-hwinfo-192.168.201.88.txt
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swarmctl -Q healthreport

 swarmctl -Q get the health report in json format from a single node
* use with -x to export to json format

* use with -a also to export all nodes output to json files

root@c-csnl:~/tmp>swarmctl -Q healthreport -a -x

healthreport for 192.168.201.84 written to 2020_0323_1454-healthreport-192.168.201.84. json
Node 192.168.201.85 healthreport

healthreport for 192.168.201.85 written to 2020_0323_1454-healthreport-192.168.201.85.json
Node 192.168.201.86 healthreport

healthreport for 192.168.201.86 written to 2020_0323_1454-healthreport-192.168.201.86.json
Node 192.168.201.88 healthreport

healthreport for 192.168.201.88 written to 2020_0323_1454-healthreport-192.168.201.88.json

© Caringo, Inc. All rights reserved.
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swarmctl -R, -S Cluster Restart and Shutdown

 swarmctl -R [chassis] and swarmctl -S [chassis]

* -R restarts the whole cluster, -S shuts down the whole cluster

« dialog box for "are you sure?"

* requires admin access, so use -p admin:password if not using default admin passwords

e can add "chassis", like"swarnct| -S chassis -d [chassi s-ip]"toshutdown
a single chassis

 can add -n to operate per chassis against only IP addresses in a NODES.csv file located in
the script directory:
example, if ./NODES.csv has 2 IP addresses,". / swarnct| -R -d [chassis-ip]
-n" would only reboot the 2 IPs in NODES.csv

root@c-csnl:~/tmp>swarmctl -R
Are you sure you want to restart this cluster? Storage will be offline for an extended period until restart has completed. [y/N]: vy
API reports r‘estar“_c command success,
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swarmctl -t Disk related statistics

» swarmctl -t gives specific details on each disk on a node
* use -a -x to get more disk statistics for all nodes in the cluster

« great for seeing changes over time and tracking potentially bad disks- cron job

© Caringo, Inc. All rights reserved. <44
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swarmctl -u Unretire currently retiring drives

» swarmctl -u stops retiring drives that are currently retiring
* does not resurrect drives that have already retired

* use with -a to stop retiring on all nodes in the cluster

root®c-csnl:~/tmp>swarmctl -u -d 192.168.201.86
Attempting to cancel retire of node 192.168.201.86
Management API reports success in canceling retire of node 192.168.201.86

=E§!= CCH]T'IQO Swarm’ 03/23/20 21:09:05 GMT  Licensed ta: Caringo, Inc.
«Cluster Health Report | Feeds | Print @D Shutdown node g® Restart node
Status Ermors Streams Used Trapped Avallable Capacity Ucensed Uptime Verslon

192.168.201.86 Ok o 10723 4.197 GB 708.0 MB 3557 GE 40.48GBE 20.00 TE 44 mins, 37 secs 11.0.3 Retire Node

Vol 0: fdev/=da . . - .
D 5604F58928da2babb2dbb5436414608¢ Ok o 3734 0 bytes 400.0MB 9.719GE  10.12GB Retire | © Identify | Fail
Vel 1: fdev/sdb ™ - :
D fofdiBel2a231a1375a92F7hbf2a25300 “ o 34339 506.0MB. 133.0MB 9480 GB 10.12 GB Retire | & Identify | Fail
Vel 2: fdevfsdc N -
ID: c12163b211ceeaf15ed5054edd351ab o 3458  546.0MB 1L8.0ME 9455GE 10.12GB Retire | @ Identify | Fail
Vel 3: Jdevisdd o 32 3.145GB 57.00MB 6.917GB 10.12GB Retire | © Identify | Fail

ID: 4fe3ad26a328%adf7ac608dedabeddea

Node Details

Announcements (Last 10) Cear arncurcaments

Mar 23, 2020 21:08:20 Canceling retire of node bodclf4dbflaBa05 (via Management API)

Mar 23, 2020 21:08:12 Retire without recovery requested by administrator for volume /dev/sda
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swarmctl -U User management

« swarmctl -U shows you, and allows you to change, the list of admin users
* run without options shows you the list of admin users
* requires -p [user:password] if you are not using default admin credentials

* use -V [password] to add the password to a new user, specified like: swarmctl -U [new
admin user] -V [password for new admin user]

« change password for existing user like: swarmctl -U [current admin username] -V [ new
password for admin user]

* be advised when changing the admin password that other systems might have the admin
password set and could potentially break if changed until they are updated

root@c-csnl:~/tmp>swarmctl -U

| API reports ['admin'] as admin users on c-csnl.enfield.com
!rcnt@c-csnl:~Ktmpbswurmct1 -U bob -V password

| bob: password

| API reports success=True setting/changing password for bob

| root@c-csnl:~/tmp>swarmctl -U

| API reports ['admin', 'bob'] as admin users on c-csnl.enfield.com
root@c-csnl:~/tmp>swarmctl -U bob -V newpassword

| bob : newpassword

API reports success=True setting/changing password for bob
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swarmctl -V Variables

 swarmctl -V [option] adds a variable option
* is not used standalone- this option is used to add information to other parameters

« examples include -C, -D, -U, -z
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swarmctl -w Recovery Reports

« swarmctl -w gets the recovery reports for disks that have been retired or are retiring
« useful with -x -a to export all recovery reports to file for further analysis

root@c-csnl:~/tmpeswarmctl -w -a -x

recoveries output for c-csnl.enfield.com is in Z020_9323_1544-recoveries.csv in this directory

root®c-cenl:~/tmp=head 2020_0323_1544-racoveries.csv

node, LocalVolumeIl, localVolumeNome , recoveryType , remoteVolumeID, remoteVolumeIP, remoteVolumelame , state, timeEnded , timeStarted

192.168.201.84, 78765d2b5d2EFbb13d55eE688eaf 8781, /dev/sdd, ECR, 63319b634@a91895f F3Ff 748dce7 fa7l, unknown , unknown, completed, 2028-03-23T19: 38 :59, 77R148Z, 2620-03-20T20: 24:04 . 8738242
192,168.201.84, 78765d2b5d28Tb613d55e688eaf 8780 T, /dev/sdd, FYR, 6331906348021 895F F3F{748dcE7 farl, unknown ,unknown , completed, 2028-@3-23T19: 3859, 7700211, 2020-03-20T20: 24: 94, 8754152
192.168.201.84, BBEBbbofRERS815FbfRed2d2f236dche, /dev/sda, ECR , 63319bE694@a91895f F3FF748dca7 fa7l, unknown ,unknown , completed, 2028-83-23719:54.:84 . 1939617, 2020-03-28T28: 24: 04, 9184377
192.168.201. 84, BBEGbbofG6ESE15FhfRe02d2fZ36dche, /dev/sda, FVR , 63319b624@a31895f F3FF748dce7 a7l , unknown , unknown , completed, 2028-03-23T19: 54184 . 1937762 , 2020-03-20T20: 24:04. 9121782
192.168. 201 . &4, 7TB765d2b5d 28 fb613d55e6880aF 8780 T, /dev/sdd , ECR, beal5642b51bFcled548fBeSabSedbbe , unknown, unknown , completed, 2020-83-23719: 38:59. 7702047 , 2020-93-28T20: 35:53. 6972407
192.168.201. 84, 78765d2b5d28fh613d55e68BrafB7ADT , /dev/sdd , FVR , beal5642b51bfc1e9548fBe5abSedbbe ,unknown  unknown , completed, 2828-83-23T19: . TTOR9ZZ , 2020-83-20T20:35:53 . 6981697
192.168.201.84, 8886bbaf6685815bfRe92d2fe36dch , /dev/sda,ECR, beal5642b51bfcled540f@e5ob5edebe  unknown , unknown  completed, 2028-03-23T19:54:04, 1940202, 2020-03-20720:35: 53, 7588032
192.168.201. 84, BBEGbbafGEES81S b fRed2d2 F236dc62, /dev/sda, FVR, beal5642b51bf cled54@fBe5abSedbbe , unknown , unknown , completed, 2028-83-23719: 54 :84 . 1939012, 2020-93-20T20:35:53, 7595417
192.168.701. 84, 78765d2b5d28fb613d55e6880f 8780 , /dev/sdd,ECR, 2afOf dobbbb9a7525034c100F 2816361 , unknown , unknown , completed, 2028-83-23T19: 38:59. 7702392, 2620-03-20T20:44:53 5895307
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swarmctl -x export to csv format

« swarmctl -x -[other option] allows you to export the output to csv (or json in some cases)
format for further analysis

« useful with -a to export all nodes' information to file for further analysis
 works with multiple other options (it is not a standalone option)

« if used with -a, a zipped bundle will be made of the output and you will be prompted with
the option to delete the individual files.

« some flags [-Q, -m, -z] allow multiple options for a single node, in which case the output
may be bundled in a zip

[root@c-csnl tmpl# swarmctl -m commstats hpstats -x

commstats output for c-csnl.enfield.com is in 2020_0407_0930-commstats.csv in this directory
hpstats output for c-csnl.enfield.com is in 2020_0407_0930-hpstats.csv in this directory
Compressed files left in 2020_0407_0930-c-csnl.enfield. com-commstats+hpstats.zip.

These files have been included in the zip file and can be deleted:
['2020_0407_093@0-commstats.csv', '2020_0407_0930-hpstats.csv']

Delete these files? [y/N]: n

[root@c-csnl tmp]# I
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swarmctl -X Don't persist sessions

e swarmctl -X

« if you have hundreds of nodes, running cluster-wide operations might cause your client to
run out of file descriptors

* run this to prevent session persistence while running other swarmctl options

* no need to use except if requested by Caringo Support

© Caringo, Inc. All rights reserved. 50



Ca I'§ n gO Caringo Support Updated 2020-08-03
swarmctl -z Component Log Level

 swarmctl -z [component] -V [level]

* can run with multiple components in the same call: swarmctl -z component1 component2 [-
V [level]]

« this option allows you to change the log level of a particular component instead of
changing the log level of every component

« useful when troubleshooting very specific issues, especially in large environments where
debug level produces too much data to sift through

* run with no options to see the default levels
* use like "-z -V 0" to reset all components to their default log level

* use with -a to affect all nodes

root@c-csnl:~/tmp>swarmctl -z

phie st o et et ot a S e e e e Tt +
I Node I Component | Log Level |
ST e o +
| 192.168.201.85 | ADMIN | 20 I
e R e e e s e s e e L +
| 192.168.201.85 | ASYNC FILE | 20 I
e e e e e +
| 192.168.201.85 | BUFFERS | 20 I
it o et ki o e et S e e e Tttt +
| 192.168.201.85 | CACHE | 20 I
e S e e et e +
| 192.168.201.85 | COLLECTION | 20 I
e e e e s e e s e e L +
| 192.168.201.85 | CONFIG | 20 I
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root@c-csnl:~/tmp>swarmctl -z LICENSE

gmmmmmmmmmmmm e ommmmmm o mmmmmmm e +
| Node | Component | Log Level |
+= : : +
| 192.168.201.85 | LICENSE | 20 |
fmmmmm—————————— Fmmmm————— Fmmm——————— +

root@®c-csnl:~/tmp>swarmctl -z LICENSE -V 10

e

| Node | Component | Previous Log Level | New Log Level |

: : : ; +

| 192.168.201.85 | LICENSE | 20 | 1@ |
fmmmmmmmmmmmm e fmmmmmmmm - Fmmmmmmmmmm i m e e +
root@c-csnl:~/tmp>swarmctl -z -V @

e L mmm - mmmmmmm e ————— mmm——m————————— +
| Node | Component | Previous Log Level | New Log Level |
| 192.168.201.85 | ADMIN | 20 | 20 |
fmmmmmmmmmm e e fmmmmmmmm e gmmmmmmmmmm oo fommmmmmmmm e +
| 192.168.201.85 | ASYNC FILE | 20 | 20 |
fmmmmmmmmmmmmm e fmmmmmmmmmmm e mmmmmmmmmm e meme fmmmmmmmmmmm e +
| 192.168.201.85 | BUFFERS | 2@ | 2@ |
fmmmmm e ——————— mmm - mmmmmmm e ————— mmmm—m————————— +
| 192.168.201.85 | CACHE | 20 | 2@ |

e e e
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swarmctl --debug debug mgmt api calls

« swarmctl -[other flags] --debug {[api args http returns]} [api args http returns]

« this flag is used to show what's going on under the covers during swarmctl runs

o the "api" variable shows all of the mgmt api calls (this is default if no variable specified)
* the "args" variable just shows with args were called

« the "http" flavariableg shows all of the http traffic and headers

¢ the "returns" variable is verbose

[roct®c-csnl tmp]# swormctl --debug -gq

APICommand: logDperations=True

changeAuth: from Mone:iMone to odwin:caringo

apiGet: “http://192.168.281_84:91/opi/storage/clusters” -> 208

opiGet: “http:/r192.168.201.84:91 api/storage/clusters/c-canl. enfield. com/summary”™ -> 2080
opiGet: "http://192.168.281.84:91 /0piSstoroge/nodes™ -> 299

opiGet: “http://192.168.201.84:%1/0pi/storoge/nodes/cl3BelniObdledd?” -> 200
opiGet: “http://192_168.201.85:91/0pi/storoge/nodes/b9243f679codd114" - 208
opiGet: “http://192.168.201.88:91/opi/storage/nodes/2oc34bBob7 dadds” -= 200
apiGet: “http://192.168.201.84:9 /ap1/storage/nodes,_self” -> 204
validatelsar: "http://192.168.201.84:90/api/validatelser” user: admin

- + —— e e Ml Ao T § 4
| Type | name | stotus | ava | usedSpace | maxSpace | stresmfount | se\Ver I errC 1 volE

| | | AlP | | | | | ount res |
| | | ‘&rc | | | | | |
| | | ot | | | | | |
o S e W L B D R R R L O R R N o R e
| Clustar c-csnl.enfiel | ok | B3% | ZB_BEGE | 121.43G8 | 128,833 | 11.8.3 | "] a |
| d.com | | | | | | |
e S e s s R S s e e S 3 Sy
| Subcluster | defoult | ok | B3% | 2B . 5868 121.43G8 | 129,833 | 11.8.3 | %] a |
e e e e e bl o B o o PR S S %
| Chossis | 192.168.281.8 | ok | 75% | 19. 1168 | 49,4868 | 217 | 11.8.3 | %] a |
| 15 | | | | | | | |
. e el L e e . e e 4 =g
| Chassis 192.168.281.8 | ok | e 9. 4968 48,4868 | 39,238 | 11.8:3 | ] 21
| 4 | | | | | ] | |
L L T T e A e T T e b T T B A e ll it R &
| Chassis | 192.168.201.8 | ok | 76X | Q. 37GE | 49 4368 | 42,578 1 11.8.3 | "] e
| B | | | | | | | |
e e e e ey B g R
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swarmctl --feeds Feeds tables

» swarmctl --feeds shows the feeds tables for indexer and replication feeds
« this is the same information as seen in the feeds definition page

* does not show you feed statistics

root@c-csnl:~/tmp>swarmctl --feeds -x
No replicationfeeds defined on c-csnl.enfield.com
1 searchfeed defined on c-csnl.enfield.com
searchfeed: IndexerFeed-5.6.12-to-c-csnl-indexer2-3
{ 'destination': { 'fullMetadata': True,
'host': '192.168.201.203°,
'indexAlias': 'c-csnl.enfield.com@',
'insertBatchSize': 100,
'insertBatchTimeout': 1,
'port': 9200},
'id': @,
'isDefault': True,
'lastchanged’: '2020-03-10T16:03:57.000+-00:00",
'latency’: 30.0,
'name’': 'IndexerFeed-5.6.12-to-c-csnl-indexer2-3',
'nodeletes': False,
'noversioned’': False,
‘paused’: False,
"type': 'Search'}
No s3backupfeeds defined on c-csnl.enfield.com
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swarmctl --feed-control

 Apply to the whole feed across all nodes as applicable

« --feed-control [action] allows you to perform these operations: pause, resume, restart,
setdefault

« --feed-type [type] specifies one of three types of feeds: searchfeeds, replicationfeeds,
s3backupfeeds

« --feed-number [value] specifies the particular feed

« All of the above are required per operation

j[root@c-csnl tmpl# swarmctl --feed-type searchfeeds --feed-number 2 --feed-control pause
Attempting to pause searchfeed #2
Management API reports success with pause of searchfeed #2

p[root@c-csnl tmpl# swarmctl --feed-type searchfeeds --feed-number 2 --feed-control resume
Attempting to resume searchfeed #2
Management API reports success with resume of searchfeed #2
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swarmctl --feed-control and --node-feed-restart

« --feed-control [action] allows you to perform these operations: pause, resume, restart,
setdefault

« --feed-type [type] specifies one of three types of feeds: searchfeeds, replicationfeeds,
s3backupfeeds

« --feed-number [value] specifies the particular feed
e --node-feed-restart - restarts the feed ONLY for a particular node

 --feed-type and --feed-number are both required for both --feed-action and --node-feed-
restart

jroot@c-csnl tmpl# swarmctl --feed-type searchfeeds --feed-number 2 --feed-control pause
Attempting to pause searchfeed #2
Management API reports success with pause of searchfeed #2

j[root@c-csnl tmpl# swarmctl --feed-type searchfeeds --feed-number 2 --feed-control resume

Attempting to resume searchfeed #2
Management API reports success with resume of searchfeed #2
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swarmctl --license License information

{

» swarmctl --license shows the currently deployed license

* this is the same information as seen on the license page or in the license itself

root@c-csnl:~/tmp>swarmctl --license
'clusterDescription': "Ace Lab Cluster’,

L L

cn': 'Caringo, Inc.',

co': "USA',

'expirationDate’: None,
'featureClusterMaxObjects': @,
'featureClusterMaxTB': 20.0,
'featureContentIndexing': True,
'featureErasureCoding': True,
'featureHardwareCheck': False,
'featureHealthReportRequired': False,
'featureKeys': [],
'featureMinimumMinReps': 1,
'featurePlatformId': "',
'featureVolumelLifetime': 'unlimited',
'"1': "Austin',

'"licenseFormat': '1.1",

L
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swarmctl --policies Policies

» swarmctl --policies shows you the policies as currently evaluated by the cluster

* shows the policies for Replicas, ECEncoding, ECMinStream, and SizeVersioning
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root@c-csnl:~/tmp>swarmctl --policies -V Replicas
4 policies found on c-csnl.enfield.com

Policy: Versioning

{ 'evaluatedValue': 'disabled’,

'headerName': 'Policy-Versioning',

5 - 2 R

'name’': 'Versioning',
'settingDefValue': 'disallowed',
'settingMibName': 'policyVersioning',
'settingName’': ‘policy.versioning’,
'settingValue': 'disallowed',

'validValues': ['disallowed', 'suspended', 'allowed']}
Policy: ECMinStreamSize
{ 'evaluatedValue': '1000000',

'headerName': 'Policy-EC(MinStreamSize’,
*ad’s 25
'name’: 'ECMinStreamSize',

'settingDefValue': '1Mb anchored’,

'settingMibName': "policyE(MinStreamSize',

'settingName': ‘policy.eCMinStreamSize’,

'settingValue': "1IMb anchored’,

'validValues': ['20Mb*, "1Gb', "20Mb anchored']}
Policy: ECEncoding

{ 'evaluatedValue': ‘"unspecified’,
'headerName': 'Policy-ECEncoding’,
“1d': 3,
"name’: 'ECEncoding’,
'settingDefValue': 'unspecified anchored’,
‘settingMibName’: 'policyECEncoding’,
'settingName': 'policy.eCEncoding’,
'settingValue': 'unspecified anchored',

*validValues': ['unspecified', '5:2', 'disabled', '5:2 anchored']}
Policy: Replicas

{ 'evaluatedValue': "'min:2 max:16 default:2',
'headerName': 'Policy-Replicas’,
id': 4,
'name’: ‘'Replicas’,
'settingDefValue': 'min:2 max:16 default:2 anchored’,
'settingMibName': "policyReplicas’,
'settingName': 'policy.replicas’,
'settingValue': "'min:2 max:16 default:2 anchored’,

'validValues': [ 'min:1l max:15 default:2',
'min:2 max:16 default:3"',
'min:2 max:1@ default:2 anchored']}
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swarmrestart

swarmrestart [options]
swarmrestart is a binary script replacement for the -G option in snmp-castor-tool.sh
used to rolling restart a cluster

common options include

-p "user:password"

-n - reboots only those nodes in the local NODES.csv file (like -n in snmp-castor-tool.
sh)

-m [minutes] - number of minutes to wait for a booted node to mount the disk. 45
minutes by default

-d [ip address] - any IP in the cluster from which the script will read all storage IPs

-v [version] - specify the version of storage nodes to restart. Default will restart any.
Useful if you have already upgraded some nodes and want only to rolling reboot the
nodes that haven't been upgraded yet.

-x [filename] - a list of IPs that should NOT be rebooted

-w [boot wait] - wait this long after rebooting a node until trying to contact it. Faster
booting nodes, you can set this lower than the 5 minutes default.

« this script will generate a log file while running to show you exactly what's going on at

each timestamp
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root®c-csnl:~/tmp>swarmrestart -d 192.168.201.85 -w 2 -p admin:caringo -n -u @

Preparing for rolling restart of cluster: c-csnl.enfield.com

Collecting cluster summary via 192.168.201.85

Ignoring server at 192.168.201.86 with status retired

3 Servers ready for restart:

192.168.201.84[11.0.3] 4 vols, VMware, Inc. VMware Virtual sn:VMware-56 4d c8 .. da 63, up 1 hour 27 minutes/ok
192.168.201.85[11.0.3] 4 vols, VMware, Inc. VMware Virtual sn:VMware-56 4d Sa .. 22 d5, up 1 hour 27 minutes/ok
192.168.201.88[11.0.3] 4 vols, VMware, Inc. VMware Virtual sn:VMware-56 4d 84 .. 56 4c, up 1 hour 27 minutes/ok

Are you sure you want to restart 3 servers in cluster c-csnl.enfield.com? [y/N]: y

Attempting restart of 192.168.201.84... restart command reports success.
192.168.201.84: waiting]]
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Wrap-Up

 There are plenty of options.

 Spend time in the lab before you need them, to know how they work and what might be
useful for your environment.

* Please contact support with any issues or requests.
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How to use indexer-enumerator.sh

If you want to enumerate an entire cluster and you have an Search (Indexer) Feed already configured, you may use the i ndexer - enumner at or .
sh script from the support tools bundle to do so.

For a smaller query, it might be easier to use the Content Ul portal (if it's installed on a Content Gateway). This script is for enumerating potentially
large data sets where the Ul would be less helpful.

Tips

You can run the script with “bash - x” to get examples of the curl syntax that you can adapt for your own custom indexer calls.
® You can search by domain, bucket, prefix, size, date written, and type of object.
When you have the match you want, you can remove the - or ¢ options and from there output the object match results to file.

/\ Be careful to run this script from a directory/partition with plenty of disk space if you are returning millions of objects.

For full enumerations of larger data sets, you may want to add the - s option to echo the enumerator loop count. Each call to the indexer
has a maximum of 10k returned values, so knowing how many iterations of that 10k figure the script has returned is valuable for larger
enumerations.

Instructions

This is an extended example of how you can use this script to investigate what is in your cluster.

@ The environmental variable SCSP_HOST is set to a storage node IP to avoid having to put- a [ st or age- node-i p] on every
example below.

Listing domains
Counting objects and space usage

Counting untenanted objects

Counting buckets
Searching objects
Searching unnamed objects

Searching metadata

Searching across multiple domains
Searching by age

Search by size

Listing domains

Runi ndexer - enuner at or . sh - Dto find out what domains exist in your cluster.
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[root @-csnl tnp]# i ndexer-enunerator.sh -D
A conpl ete donmain listing can be found here: ./OUTPUTDI R-2020_0722-124732/ donai ns. t xt

Because a domain listing should be short, | use the - or options to output the results to stdout:
[root @-csnl tnp]# i ndexer-enunerator.sh -D -or

Here are the donmins:
testl.c-csnl.enfield.com
caringodrive.c-csnl.enfield. com
filefly-c-csnl.enfield. com
c-csnl-testl.enfield. com
c-csnl-adm ndomai n

m csn4. enfield. com
nfstestl.enfield. com
filefly-s3-target.c-csnl.enfield.com
es- backups. enfiel d. com

c-csnl. enfield.com
bob.is.great.com

s3-conpati bl e
c-csnl-cfsl.enfield.com
c-csnl-s3-target.enfield. com

Counting objects and space usage

Now | know the domains but not what's in them. Next, to find out how many objects are in each domain and how much space each takes, | combine
the - ¢ option with the - d ALL option:

[root @-csnl tnp]# i ndexer-enunerator.sh -d ALL -c

Enunerating all domains in the cluster:

A conpl ete donmain listing can be found here: ./QOUTPUTDI R-2020_0722-124949/ donai ns. t xt
testl.c-csnl.enfield.conl has 3147 uni que matching objects of stype: all, w threps, uses 458. 44MB
caringodrive.c-csnl.enfield.com has 20 unique nmatching objects of stype: all, w threps, uses 156
filefly-c-csnl.enfield.com has 1597 uni que matchi ng objects of stype: all, withreps, uses 9.32GB
c-csnl-testl.enfield.com has 1114 uni que matchi ng objects of stype: all, w threps, uses 971. 29MB
c-csnl-adm ndomai n/ has 38 uni que mat ching objects of stype: all, withreps, uses 382.00bytes disk
m csn4. enfiel d.com has 8 unique matching objects of stype: all, wthreps, uses 184.14MB di sk spa
nfstestl.enfield.com has 19 uni que matching objects of stype: all, wthreps, uses 13.59MB disk s
filefly-s3-target.c-csnl.enfield.com has 8217 uni que nmatching objects of stype: all, withreps, u
es- backups. enfi el d. conl has 41360 uni que mat chi ng obj ects of stype: all, withreps, uses 3.69GB di
c-csnl.enfield.conl has 129 uni que matchi ng objects of stype: all, wthreps, uses 2.12GB di sk spa
bob.is.great.com has 11 unique matching objects of stype: all, wthreps, uses 10.81MB di sk space
s3-conpati bl e/ has 5 uni que matching objects of stype: all, w threps, uses 5.86M di sk space
c-csnl-cfsl.enfield.com has 9853 uni que mat chi ng objects of stype: all, wthreps, uses 259. 00MB
c-csnl-s3-target.enfield.com has 76 unique matching objects of stype: all, wthreps, uses 428.23

Only streans counts are listed. To get the streans thenselves, renove the -c flag.
Al'l domai ns: 65594 uni que matchi ng objects of stype: all, wthreps, uses 18.21GB di sk space

This gives me a good idea of what's in my cluster.

Counting untenanted objects

What it does not show me are the untenanted objects (those not in any domain). Older clusters may not have any domains and so all of the objects
would be untenanted. Newer clusters will have most or all objects tenanted and use enf or ceTenancy=t r ue in the cluster configuration to
ensure that all objects are in a domain.

We can see if we have any untenanted objects by using the - t option. | will again use the - ¢ option just to get a count of the number of objects.
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[root @-csnl tnp]# i ndexer-enunerator.sh -t -c
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

Unt enant ed streans enunerated: 9 unique objects, withreps, uses 101.44KB di sk space

By this, | learn that | have only 9 untenanted objects in this particular cluster.

Counting buckets

Going back to the all domains output, | see the c- csnl-t est 1. enfi el d. comdomain looks interesting to me because the domain name
doesn't give me a good idea what's in it (in the way thatthe f i | ef | y-c- csnl. enfi el d. comand es- backups. enfi el d. comdo).

So, let’s drill down into that domain by using the-d c-csnl-test 1. enfi el d. comoption.

How many buckets live in here?
[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-B -c¢
Only streanms counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.com has 20 unique objects of stype: bucket, withreps, uses 0 disk space.

There appear to be 20 buckets here, and they seem to use no disk space. That's because | asked for only bucket objects, which don't take up data.
To see how much data resides inside a particular bucket, | would need to do a query on that bucket. Also, there might be unnamed objects that live
in this domain (that is, are named by UUID and do not live in a bucket).

Let's see what buckets exist in this domain (not just count them, as we did above):
[root @-csnl tnp]# i ndexer-enunmerator.sh -ro -d c-csnl-testl.enfield.com-B
Starting to enunerate the requested streans in domain: c-csnl-testl.enfield. com

c-csnl-testl. enfield. com.TOKEN
c-csnl-testl. enfiel d. com Bucket 15917374547579_0
c-csnl-testl.enfield. conf Bucket 15917374547579_1
c-csnl-testl. enfield. conmf Bucket 15917374547579 2
c-csnl-testl. enfield. conf Bucket 15917374547579_3
c-csnl-testl.enfield. conmf Bucket 15917374547579_4
c-csnl-testl. enfiel d. com Bucket 15917374547579_5
c-csnl-testl.enfield. conmf Bucket 15917374547579 6
c-csnl-testl. enfield. conf Bucket 15917374547579 7
c-csnl-testl. enfiel d. com Bucket 15917374547579_8
c-csnl-testl.enfield. com Bucket 15917374547579_9
c-csnl-testl. enfield. conmf Bucket 15917383799242 0
c-csnl-testl. enfield. conf Bucket 15917383799242 1
c-csnl-testl.enfield. comf Bucket 15917383799242_2
c-csnl-testl.enfield. confBucket 15917383799242_3
c-csnl-testl. enfield. confBucket 15917383799242 4
c-csnl-testl. enfield. compants
c-csnl-testl. enfield. conf 10kbuckett est
c-csnl-testl. enfield. conf superpants
c-csnl-testl. enfield. com 20200622

c-csnl-testl.enfield.com has 20 unique objects of stype: bucket, withreps, uses 0 disk space.
Searching objects

| see that | have a bucket named “pants”. Let's see how many objects live in my pant s bucket.
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[root @-csnl tnp]# i ndexer-enumerator.sh -ro -d c-csnl-testl.enfield.com-b pants -c
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield. compants has 3 uni que objects of stype: all, withreps, uses 11.83KB disk sp

As there are only three, | will output them to stdout (keeping the - or flags and removing the - c flag):
[root @-csnl tnp]# i ndexer-enunmerator.sh -ro -d c-csnl-testl.enfield.com-b pants
Starting to enunerate the requested streans in domain: c-csnl-testl.enfield com

c-csnl-testl. enfield.com pants/vimumoptions.json
c-csnl-testl. enfield. conf pants/vim umoptions-2020-nbp.json
c-csnl-test1. enfiel d. conm pants/plugins.txt

c-csnl-testl.enfield. compants has 3 unique objects of stype: all, wthreps, uses 11.83KB disk sp

| keep using the - ¢ option because I could potentially make a query that returns millions if not billions of results. Certainly | don’t want to do that
right now. From the above, | see that | have 3 files in that bucket.

Because that domain should be an FQDN that resolves to the Content Gateway (or Swarm cluster, if not using Gateway), | can just curl info any of
these files to see more information:

[root @-csnl tnp]# curl -1L c-csnl-testl.enfield.confpants/plugins.txt -ucaringoadm n:caringo
HTTP/ 1.1 200 K

Date: Wed, 22 Jul 2020 18:28:05 GMI

Gat eway- Request -1 d: ED6BE75CEE440295

Server: CAStor Cluster/11.2.0

Via: 1.1 c-csnl-testl.enfield.com (Cl oud Gateway SCSP/ 6. 4.0)
Gat eway- Prot ocol : scsp

Castor-System CI D. 15a648db93dc29a6819bbh256643915f ¢
Castor-System Cluster: c-csnl.enfield.com
Castor-System Created: Fri, 19 Jun 2020 21:31:53 GJI

Cast or - Syst em Nanme: pl ugi ns. t xt

Cast or- System Versi on: 1592602313. 352

Cont ent - Type: application/ x-wwformurl encoded
Last-Modified: Fri, 19 Jun 2020 21:31:53 GVl

X- Last - Modi fi ed- By- Meta: acepel on@

X- Omner - Met a: acepel on

ETag: "f877345eb91e9b72ad44d2a4480af 33c"

Castor-System Path: /c-csnl-testl. enfield.con pants/plugins.txt
Cast or-System Donai n: c-csnl-testl.enfield. com

Vol une: 53a22d293eeab0eb4bf aacc9933f 12d6

Cont ent - MD5: Li 8xabf px+wi +MVZFE3Ugg==

Content -Length: 616

| can see that | wrote this object recently, and there aren’t many objects in this bucket. | am going to poke around more.

Searching unnamed objects

So, if that bucket doesn'’t contain a majority of the objects in my domain, what bucket does? Or, perhaps unnamed objects are the majority of my
objects. We can search only for unnamed objects like so using the - u option:

[root @-csnl tnp]# indexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-u -c
Only streans counts are listed. To get the streans thensel ves, renove the -c flag.

c-csnl-testl.enfield.com has 79 uni que objects of stype: unnaned, wthreps, uses 80.33KB disk sp
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We might be tempted to use the -t option for “untenanted” objects, because untenanted objects are always unnamed, but these objects ARE
tenanted (meaning, they live in a domain) but are also unnamed. Therefore, using -d [domain] -t will error.

0k, we have 79 unnamed objects that live in c-csn1-test1.enfield.com. | want to get a few examples of these to show you what unnamed objects in
a domain look like, but | don’t want to output all 79 to stdout. | willuse the - u - 1 - M 5 options to say “only send a single request for results (-1)
and only return 5 items (-5) in that single request, and only return unnamed (-u) objects:

[root @-csnl tnp]# indexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-u -1 -M5
Starting to enunerate the requested streans in domain: c-csnl-testl.enfield. com

c-csnl-testl. enfield. conml 7f 7c9ecde7f 265ac7dd4ba81e4388540
c-csnl-testl.enfield. com f5b214774783d8bcc91ceae67¢c50a080
c-csnl-testl.enfield.conle0896cec233e382¢c17840aelc7d92054
c-csnl-testl. enfield. conl 6fe0dbcdbf8bc538250f 655dd152b5fd
c-csnl-testl.enfield.conml 3122f aaa7d02f 9f 7438702bf 6bedb6f f

c-csnl-testl.enfield.com has 79 unique objects of stype: unnamed, withreps, uses 80.33KB disk sp

I can now curl any of these objects if | wanted to see their headers:

[root@-csnl tnp]# curl -1L c-csnl-testl.enfield. com 3122f aaa7d02f 9f 7438702bf 6bedb6ff -ucari ngoad
HTTP/ 1.1 200 K

Date: Wed, 22 Jul 2020 18:42:48 GV

Gat eway- Request -1 d: FE7629C67527A767

Server: CAStor Cluster/11.2.0

Via: 1.1 c-csnl-testl.enfield.com (Cl oud Gateway SCSP/ 6. 4.0)
Gat eway- Prot ocol : scsp

Castor-System Cl D: 21876415934a554d1072804cfc776el0
Castor-System Cluster: c-csnl.enfield.com
Castor-System Created: Tue, 23 Jun 2020 15:07:45 GV

Cont ent - Type: application/ x-ww«formurl encoded

Last-Modi fied: Tue, 23 Jun 2020 15:07:45 GVI

X- Last - Modi fi ed- By- Met a:

X- Omner - Met a:

x-bob- met a- appl es: dunkin

ETag: "3122f aaa7d02f 9f 7438702bf 6bedb6f f "

Cast or- System Donai n: c-csnl-testl. enfield. com

Vol une: fa52b18e98d6164c5c0b700bba9652bb

Cont ent - MD5: Ep4TEA3HWHBcOehCMLzZI Q==

Cont ent - Lengt h: 412

Searching metadata

Notice | have a metadata header called “x-bob-meta-apples” with value of “dunkin”. That's interesting to me. | wonder if | have that metadata
elsewhere in this domain:

[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield. com has 43 unique objects of stype: all, withreps, uses 3.42MB di sk space.

The -m and -v options together show me that indeed | do have 43 matching objects. | wonder if | have any other objects that match the header but
not necessarily that value. For this test, | simply remove the - v dunki n part of the command:
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[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl. enfield.com-mx-bob-neta-apples -c
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.com has 78 unique objects of stype: all, withreps, uses 3.46MB di sk space.

Since | have more results here, | know that | have that header with a different value.

Searching across multiple domains

One of the more powerful things about the indexer-enumerator.sh is that | can search across all domains, not just one domain. Let's see how many
objects matching that metadata header | have across my whole cluster. For this query, | change the domain name to “ALL" and | am just going to
get a count match by using the -c option again:

[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d ALL -m x-bob-net a-apples -c
Enunerating all domains in the cluster:

Here are the domains:
testl.c-csnl.enfield.com
caringodrive.c-csnl.enfield.com
filefly-c-csnl.enfield. com
c-csnl-testl.enfield. com
c-csnl-adm ndomai n

m csn4. enfield.com

nfstestl. enfield com
filefly-s3-target.c-csnl.enfield.com
es- backups. enfiel d.com

c-csnl. enfield.com
bob.is.great.com

s3-conpati bl e
c-csnl-cfsl.enfield. com
c-csnl-s3-target.enfield. com

testl.c-csnl.enfield.com has 7 unique natching objects of stype: all, wthreps, uses 7.32KB di sk
caringodrive.c-csnl.enfield. coml has O unique matching objects of stype: all, withreps, uses 0 di
filefly-c-csnl.enfield.com has 42 unique matching objects of stype: all, w threps, uses 41.67KB
c-csnl-testl.enfield.com has 78 unique matching objects of stype: all, withreps, uses 3.46MB dis
c-csnl-adm ndomain/ has O uni que matching objects of stype: all, withreps, uses 0 disk space

m csn4. enfiel d.coml has O unique matching objects of stype: all, withreps, uses 0 disk space
nfstestl.enfield.com has O uni que matching objects of stype: all, withreps, uses 0 disk space
filefly-s3-target.c-csnl.enfield.com has O unique natching objects of stype: all, withreps, uses
es-backups. enfield.coni has 0 uni que matching objects of stype: all, withreps, uses 0 disk space
c-csnl.enfield.com has O unique matching objects of stype: all, withreps, uses 0 disk space
bob.is.great.con has 6 uni que matching objects of stype: all, withreps, uses 10.81MB di sk space
s3-conpati bl e/ has 0 uni que matching objects of stype: all, wthreps, uses 0 disk space
c-csnl-cfsl.enfield.com has O unique matching objects of stype: all, withreps, uses 0 disk space
c-csnl-s3-target.enfield.conml has O unique matching objects of stype: all, withreps, uses 0 disk

Only streans counts are listed. To get the streans thenselves, renove the -c flag.
Al'l domains: 133 uni que matching objects of stype: all, withreps, uses 14.32MB di sk space

That shows me 4 different domains (although it doesn’t show me untenanted objects that may match) have objects with that metadata. | can then
narrow the search down to match that particular header value “dunkin”:

© Caringo, Inc. All rights reserved. * 68



Ca I'E n ngg Caringo Support Updated 2020-08-03

[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d ALL -m x- bob-neta-apples -v dunkin -c
Enunerating all donmains in the cluster:

Here are the domai ns:
testl.c-csnl.enfield. com
caringodrive.c-csnl.enfield.com
filefly-c-csnl.enfield. com
c-csnl-testl. enfield. com
c-csnl-adm ndomain

m csn4. enfi el d. com
nfstestl.enfield. com
filefly-s3-target.c-csnl.enfield.com
es- backups. enfi el d. com
c-csnl.enfield. com
bob.is.great.com

s3-conpati bl e
c-csnl-cfsl.enfield.com
c-csnl-s3-target.enfield. com

testl.c-csnl.enfield.conl has O unique matching objects of stype: all, w threps, uses 0 disk spac
caringodrive.c-csnl.enfield.com has 0 unique matching objects of stype: all, w threps, uses 0 di
filefly-c-csnl.enfield.com has 14 unique matching objects of stype: all, w threps, uses 14.64KB
c-csnl-testl.enfield.conml has 43 unique matching objects of stype: all, withreps, uses 3.42MB dis
c-csnl-adm ndomain/ has O uni que matching objects of stype: all, withreps, uses 0 disk space

m csn4. enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk space
nfstestl.enfield.coml has 0 uni que natching objects of stype: all, withreps, uses 0 disk space
filefly-s3-target.c-csnl.enfield.conl has O unique matching objects of stype: all, withreps, uses
es- backups. enfi el d.coni has 0 uni que mat ching obj ects of stype: all, withreps, uses 0 disk space
c-csnl.enfield.conl has O uni que matching objects of stype: all, withreps, uses 0 disk space
bob.is.great.com has 3 unique natching objects of stype: all, wthreps, uses 5. 40MB di sk space
s3-conpati bl e/ has 0 uni que matching objects of stype: all, w threps, uses 0 disk space
c-csnl-cfsl.enfield.com has O unique matching objects of stype: all, withreps, uses 0 disk space
c-csnl-s3-target.enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk

Only streans counts are listed. To get the streans thenselves, renove the -c flag.
Al'l domeins: 60 unique matching objects of stype: all, w threps, uses 8.84MB di sk space

73 fewer objects. Let's try a different header value:
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[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d ALL -m x- bob-neta-apples -v donuts -c
Enunerating all donmains in the cluster:

Here are the domai ns:
testl.c-csnl.enfield. com
caringodrive.c-csnl.enfield.com
filefly-c-csnl.enfield. com
c-csnl-testl. enfield. com
c-csnl-adm ndomain

m csn4. enfi el d. com
nfstestl.enfield. com
filefly-s3-target.c-csnl.enfield.com
es- backups. enfi el d. com
c-csnl.enfield. com
bob.is.great.com

s3-conpati bl e
c-csnl-cfsl.enfield.com
c-csnl-s3-target.enfield. com

testl.c-csnl.enfield.conl has 7 unique matching objects of stype: all, w threps, uses 7.32KB disk
caringodrive.c-csnl.enfield.com has 0 unique matching objects of stype: all, w threps, uses 0 di
filefly-c-csnl.enfield.com has 28 unique matching objects of stype: all, w threps, uses 27.02KB
c-csnl-testl.enfield.com has 35 unique matching objects of stype: all, withreps, uses 36. 62KB di
c-csnl-adm ndomain/ has O uni que matching objects of stype: all, withreps, uses 0 disk space

m csn4. enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk space
nfstestl.enfield.coml has 0 uni que natching objects of stype: all, withreps, uses 0 disk space
filefly-s3-target.c-csnl.enfield.conl has O unique matching objects of stype: all, withreps, uses
es- backups. enfi el d.coni has 0 uni que mat ching obj ects of stype: all, withreps, uses 0 disk space
c-csnl.enfield.conl has O uni que matching objects of stype: all, withreps, uses 0 disk space
bob.is.great.com has 3 unique natching objects of stype: all, wthreps, uses 5. 40MB di sk space
s3-conpati bl e/ has 0 uni que matching objects of stype: all, w threps, uses 0 disk space
c-csnl-cfsl.enfield.com has O unique matching objects of stype: all, withreps, uses 0 disk space
c-csnl-s3-target.enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk

Only streans counts are listed. To get the streans thenselves, renove the -c flag.
Al'l domains: 73 unique matching objects of stype: all, w threps, uses 5.47MB di sk space

Ah! This shows me that all of the objects matching that header have a value of either “dunkin” or “donuts”.

Searching by age
What if | was only interested in objects written long ago? Maybe | want to find all objects written x days ago so that | can delete them...

Let's get a single object from the matching output above and then do a curl INFO.
[root @-csnl tnp]# i ndexer-enunmerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v
Starting to enunerate the requested streans in donmain: c-csnl-testl.enfield. com

c-csnl-testl.enfield.conle0896cec233e382¢c17840aelc7d92054

c-csnl-testl.enfield.com has 43 unique objects of stype: all, withreps, uses 3.42MB di sk space.
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[root@-csnl tnp]# curl -1L c-csnl-testl.enfield.com e0896cec233e382c17840aelc7d92054 -ucari ngoad
HTTP/ 1.1 200 K

Date: Wed, 22 Jul 2020 18:57:27 GMI

CGat eway- Request-1d: 58E8B3631B9490E0

Server: CAStor Cluster/11.2.0

Via: 1.1 c-csnl-testl.enfield.com (Cl oud Gateway SCSP/ 6. 4.0)
Gat eway- Prot ocol : scsp

Castor-System Cl D. 21876415934a554d1072804cfc776el0
Castor-System Cluster: c-csnl.enfield.com
Castor-System Created: Tue, 23 Jun 2020 15:07:45 GVII

Cont ent - Type: application/ x-wwformurl encoded
Last-Modified: Tue, 23 Jun 2020 15:07:45 GMI

X- Last - Modi fi ed- By- Met a:

X- Oaner - Met a:

x- bob- met a- appl es: dunkin

ETag: "e0896cec233e382c17840aelc7d92054"

Cast or- System Donai n: c-csnl-testl. enfield. com

Vol une: fab52b18e98d6164c5c0b700bba9652bb

Cont ent - MD5: 6AspDUv0/ 7ThEBsMFALI 51 g==

Cont ent - Lengt h: 858

| can see that it was written on June 23 of this year. Were ALL of the objects written this year matching that header written this year? We can check
by usingthe- G 1 and-g 1 options:

[root @-csnl tnp]# indexer-enunerator.sh -ro -d c-csnl-testl.enfield. com-mx-bob-neta-apples -v

Only enunerating streans witten since 1 year(s) ago
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.com has 43 unique objects of stype: all, withreps, uses 3.42MB di sk space.
[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v

Only enunerating streans witten at |east 1 year(s) ago
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.coml has O unique objects of stype: all, withreps, uses 0 disk space.

Yes, they were all written this year. Since the object example we had was written on June 23 (today is July 22), | can do some further narrowing
down based on my example. June 23 was 29 days ago from when | am running these examples:

[root @-csnl tnp]# indexer-enunerator.sh -ro -d c-csnl-testl.enfield. com-mx-bob-neta-apples -v

Only enunerating streans witten at |east 29 day(s) ago
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.com has 14 unique objects of stype: all, withreps, uses 14.64KB di sk space.

14 objects matched that, and our test object in particular you can see matches as expected:

[root @-csnl tnp]# i ndexer-enunmerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v
c-csnl-testl. enfield. conle0896cec233e382c17840aelc7d92054

But only 14 of 43 objects were written at least 29 days ago. Were any written more than 30 days ago?
[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v

Only enunerating streans witten at |east 30 day(s) ago
Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.coml has O unique objects of stype: all, withreps, uses 0 disk space.

Nope.
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| can further winnow my results as desired.

Let's back out a little bit and add another option.

Search by size

How about if we were looking for small files with that same metadata. Let’s try to match objects about the same size as our example above - which
was 858 bytes. To that end, | will add the - | 859 (I for “littler”) option to our query.

[root @-csnl tnp]# i ndexer-enunmerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v
Only streams smaller than 859 bytes are |isted.

Only enunerating streans witten at |east 29 day(s) ago

Only streans counts are listed. To get the streans thenselves, renove the -c flag.

c-csnl-testl.enfield.com has 12 uni que objects of stype: all, withreps, uses 10.11KB di sk space.

0k, 12 of the 14 objects were smaller than 858 bytes. Nice to know. | want to verify that my example object is in that result set as a sanity check.
The UUID started with e, so let’s use yet another option- the prefix match. | will add - p e to match any object starting with “p” in its name/UUID. |
will remove the - ¢ option so that | am actually seeing the match:

[root @-csnl tnp]# i ndexer-enunerator.sh -ro -d c-csnl-testl.enfield.com-mx-bob-neta-apples -v
Starting to enunerate the requested streans in domain: c-csnl-testl.enfield. com

c-csnl-testl. enfield. conle0896cec233e382c17840aelc7d92054

Only streans smaller than 859 bytes are |isted.

Only streans with nanes (or UUIDs) starting with "e" are |listed.

Only enunerating streans witten at |east 29 day(s) ago

c-csnl-testl.enfield.com has 1 unique objects of stype: all, withreps, uses 1.67KB di sk space.
[root @-csnl tnp]#

Sure enough, there's our object!

Now, how about if | want to match all objects /arger than that object across all domains, matching that same header, written more than 29 days
ago. | will use the capital L option and change the domain to “ALL":
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[root @-csnl tnp] # i ndexer-enunerator.sh -ro -d ALL -m x-bob-neta-apples -v dunkin -f 29 -L 859
Enunerating all donmains in the cluster:

Here are the domai ns:
testl.c-csnl.enfield. com
caringodrive.c-csnl.enfield.com
filefly-c-csnl.enfield. com
c-csnl-testl. enfield. com
c-csnl-adm ndomain

m csn4. enfi el d. com
nfstestl.enfield. com
filefly-s3-target.c-csnl.enfield.com
es- backups. enfi el d. com
c-csnl.enfield. com
bob.is.great.com

s3-conpati bl e
c-csnl-cfsl.enfield.com
c-csnl-s3-target.enfield. com

testl.c-csnl.enfield.conl has O unique matching objects of stype: all, w threps, uses 0 disk spac
caringodrive.c-csnl.enfield.com has 0 unique matching objects of stype: all, w threps, uses 0 di
filefly-c-csnl.enfield.com has O unique natching objects of stype: all, withreps, uses 0 disk sp
c-csnl-testl.enfield.conm has 2 unique matching objects of stype: all, withreps, uses 4.53KB disk
c-csnl-adm ndomain/ has O uni que matching objects of stype: all, withreps, uses 0 disk space

m csn4. enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk space
nfstestl.enfield.coml has 0 uni que natching objects of stype: all, withreps, uses 0 disk space
filefly-s3-target.c-csnl.enfield.conl has O unique matching objects of stype: all, withreps, uses
es- backups. enfi el d.coni has 0 uni que mat ching obj ects of stype: all, withreps, uses 0 disk space
c-csnl.enfield.conl has O uni que matching objects of stype: all, withreps, uses 0 disk space
bob.is.great.com has 0 unique natching objects of stype: all, withreps, uses 0 disk space
s3-conpati bl e/ has 0 uni que matching objects of stype: all, w threps, uses 0 disk space
c-csnl-cfsl.enfield.com has O unique matching objects of stype: all, withreps, uses 0 disk space
c-csnl-s3-target.enfield.com has O unique matching objects of stype: all, w threps, uses 0 disk

Only streans | arger than 859 bytes are |isted.

Only enunerating streans witten at |east 29 day(s) ago

Only streans counts are listed. To get the streans thenselves, renove the -c flag.
Al'l domains: 2 unique natching objects of stype: all, withreps, uses 4.53KB di sk space

I can see only 2 objects match. | can remove the -c option and get those results if | wanted.

Hopefully the above gives you a good understanding of how the indexer-enumerator.sh script works and the power of its flexibility.

Related articles
e 3

How to use indexer-enumerator.sh
e 3

Where is my metering data?
e 3

Install head tool for elasticsearch5 in a bucket
e 3

Using Monit to monitor Elasticsearch and Content Gateway
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	snmp-castor-tool.sh
	snmp-castor-tool.sh has been around for many years
	uses SNMP for most operations (although not all)
	swiss army knife for many support operations (38 different option flags!)
	can query the cluster AND perform operations against the cluster
	can change cluster settings in real-time
	can rolling reboot a cluster
	can collect snmp oid output
	relies on SNMP which is very slow, especially in larger clusters
	snmp could eventually be removed from Swarm in favor of the better tools

	swarmctl Overview
	Like snmp-castor-tool.sh, swarmctl lives in the support tools bundle (support.cloud.caringo.com/tools/caringo-support-tools.tgz)
	Uses the management API for all operations
	Swiss army knife for many support operations
	Can query the cluster AND perform operations against the cluster
	Can change cluster settings in real-time
	Cannot rolling reboot a cluster (see the swarmrestart script)
	Does not collect snmp oid output
	Relies on the mgmt api, which is very fast compared to SNMP
	Is the go-forward support tool for the majority of support operations (Swarm 10+)
	If SCSP_HOST is set in the environment, -d [ip address] is not necessary
	-x is commonly used to get more output, in some cases MUCH more
	-x is used to output to a csv file automatically for more analysis
	By default, will only take action or get information from the node specified in SCSP_HOST or -d [ip address] options.
	-a takes action or gets information from ALL nodes in the cluster as seen in the cluster status page
	-a is not necessary to change a value that affects the PSS as the PSS is automatically read by all nodes
	-n is used to take action or query node IPs specified in a file you create called NODES.csv in the directory from which you run the swarmctl script (same note regarding -a applies here this works the same as in the snmp-castor-tool.sh script)
	-j removes the text table lines to declutter the output
	-h is used for help (usage)
	most query output will show you the default value, the current value, whether it is changeable, and scope of the setting's effect (node/ cluster/ etc)

	swarmctl -A   Announcements
	swarmctl -A [show|clear] shows (default) and allows you to clear announcements. 
	Add -a for all nodes.

	swarmctl -b    Largest streams
	swarmctl -b shows the biggest streams and their rep counts. 
	Add -a for all nodes. 
	-x for much more output to file.
	If the largest stream on a particular disk is a segment, that is noted as &quot;seg&quot;
	In the graphic, /dev/sda is retired:

	swarmctl -C    See and modify configuration
	swarmctl -C [option] this shows a particular mgmt api configuration endpoint
	 think OID in snmp parlance
	By default, this shows a single node's current value… 
	-a to see all nodes' values.
	Add -V [option] to change the value if Readonly is False.
	By far one of the most commonly used flags.

	swarmctl -d    Specify the node to query
	swarmctl -d [ip address or DNS name]
	this option is used in conjunction with other options
	this option specifies the initial IP address to use when querying the cluster.
	swarmctl can use this IP address to collect the complete list of IPs in the cluster
	the complete list of IPs can be queried using -a once -d [ip] has been specified
	this option is not necessary if using the -n option
	you can forgo this option if you set SCSP_HOST in your environmental variables (which is why the examples in this deck are all missing the -d [ip] options)

	swarmctl -D    Query and control drive lights
	swarmctl -D [{on,off,1,2,5,10,25,50}]
	this option is used to turn on and off the drive lights on a particular node/ disk
	the number variables indicate number of minutes to turn the light on, or set &quot;on&quot;
	use with -V [drive] to specify a particular drive

	swarmctl -E  Errors
	swarmctl -E [show|clear] shows (default) and allows you to clear errors. 
	 Add -a for all nodes.
	this is similar to -A, except for errors instead of announcements

	swarmctl -e   HP cycle information
	swarmctl -e shows you the current, ongoing HP cycle information.
	most commonly used with -x to export much more information for analysis

	swarmctl -F   format stale disks
	swarmctl -F [stale volume]
	only applies to disks that have been marked as stale (offline for more than 2 weeks by default)
	leave off the volume option in order to format all stale disks on the node (likely the more common option)
	this prevents you from having to go to the terminal console, stop the storage processes, format the drives, and then reboot the chassis

	swarmctl -i     Log level
	swarmctl -i [{0,5,10,15,20,30,40,50}]
	display the log level (without variable) or use a variable to change the log level for all nodes in the cluster

	swarmctl -I     Remount stale volume
	swarmctl -I [stale-vol-to-mount [stale-vol-to-mount ...]]
	leave blank to apply this to every stale disk on the chassis
	this option allows you to remount the stale volumes as opposed to -F which allows you to reformat stale volumes
	if you are sure the data on the disks is valid and necessary, use this option to resurrect those streams
	this will likely cause over-replication as the streams likely have already been recovered in the 2+ weeks since the drives were not stale. 

	swarmctl -k_  Kernel modules
	swarmctl -k will show the loaded kernel modules
	this is a lot of output- use with -x to output to a file, otherwise it is unusable
	partial output below

	swarmctl -K    Display all cluster settings
	swarmctl -K shows all currently active configuration parameters in the cluster!
	this shows you the scope of all of the options, where they were set, whether you can change them dynamically
	use with -x to export to file for ease of use

	swarmctl -L    Node log level
	swarmctl [-L {0,5,10,15,20,30,40,50}] Allows you to view and change a particular node's log level.
	This is useful when you want to change only a single node's log level instead of EVERY node's log level
	This value does not persist after a reboot

	swarmctl -m   detailed running statistics
	swarmctl [-m {commstats,hpstats,networktest,meminfo,features}]
	this option includes all kinds of details statistics from a running cluster
	typically used with -x to output automatically to a file where you will see much more output

	swarmctl -m commstats
	swarmctl -m commstats
	shows bidding and histogram information
	typically used with -a AND -x to output all nodes' information automatically to a file where you will see much more output

	swarmctl -m hpstats
	swarmctl -m hpstats
	used to show health processor statistics including the current ongoing cycle
	typically used with -a AND -x to output all nodes' information automatically to a file where you will see much more output

	swarmctl -m networktest
	swarmctl -m networktest
	this starts a network connectivity test and can take quite some time so use with caution
	typically used with -a output all nodes' information automatically to a file where you will see much more output. 
	-x is not required to output to a file with this option as that is the only method of output

	swarmctl -m meminfo
	swarm -m meminfo
	shows memory information including index and overlay index
	typically used with -a AND -x to output all nodes' information automatically to a file

	swarmctl -m features
	swarm -m features
	numbers of interesting types of requests like md5, if-match, integrity seal, rename, and versioning
	typically used with -a AND -x to output all nodes' information automatically to a file where you will see much more output

	swarmctl -O   SCSP Response Counts
	swarmctl -O shows all of the SCSP response codes that a node has processed
	typically used with -a AND -x to output all nodes' information automatically to a file
	you can see below that since I have been using .85 to send these example commands to, that 200 OK is much higher on that node than on other nodes

	swarmctl -p    specify user_ password for admin access
	swarmctl -p [user:password]
	the commands run previously in this deck worked ONLY because we try to use 2 different default passwords if the -p option is not specified
	if the admin password for the cluster is &quot;ourpwdofchoicehere&quot; or &quot;caringo&quot;, then swarmctl doesn't require you to include -p [user:password] for commands that make changes or otherwise need admin rights
	if you have a non-default password, which is the better strategy, then simply add -p [user:password] with your commands for authentication.

	swarmctl -P  Persistent Settings Stream (PSS)
	swarmctl -P export the Persistent Settings Stream to standard out
	requires admin credentials (-p user:pass) - see note on -p option.
	use -x to export to a file
	doesn't support -a - if you need the PSS from multiple nodes, use -d [ip]

	swarmctl -q    Quick summary
	swarmctl -q get a quick summary of the cluster status
	what you might see from the cluster status page on port 90

	swarmctl -Q  dmesg_ hwinfo_ healthreport
	swarmctl -Q
	allows options for exporting dmesg, hwinfo, and the health report from a single node
	this replaces other scripts like hwinfo-dmesg-grab.sh and collect_health_reports.sh
	without a modifier, assumes &quot;dmesg&quot; by default

	swarmctl -Q dmesg
	swarmctl -Q dmesg
	export dmesg output
	most commonly used with -x to export output to a file
	can use with -a to grab the dmesg from ALL nodes in the cluster

	swarmctl -Q  hwinfo
	swarmctl -Q hwinfo
	results in hwinfo output - can take some time to run
	typically run with -x -a to get all nodes' output to a file

	swarmctl -Q healthreport
	swarmctl -Q get the health report in json format from a single node
	use with -x to export to json format
	use with -a also to export all nodes output to json files

	swarmctl -R, -S    Cluster Restart and Shutdown
	swarmctl -R [chassis] and swarmctl -S [chassis]
	-R restarts the whole cluster, -S shuts down the whole cluster
	dialog box for &quot;are you sure?&quot;
	requires admin access, so use -p admin:password if not using default admin passwords
	can add &quot;chassis&quot;, like &quot;swarmctl -S chassis -d [chassis-ip]&quot; to shut down a single chassis
	can add -n to operate per chassis against only IP addresses in a NODES.csv file located in the script directory: example, if ./NODES.csv has 2 IP addresses, &quot;./swarmctl -R -d [chassis-ip] -n&quot; would only reboot the 2 IPs in NODES.csv

	swarmctl -t   Disk related statistics
	swarmctl -t gives specific details on each disk on a node
	use -a -x to get more disk statistics for all nodes in the cluster
	great for seeing changes over time and tracking potentially bad disks- cron job

	swarmctl -u    Unretire currently retiring drives
	swarmctl -u stops retiring drives that are currently retiring
	does not resurrect drives that have already retired
	use with -a to stop retiring on all nodes in the cluster

	swarmctl -U    User management
	swarmctl -U shows you, and allows you to change, the list of admin users
	run without options shows you the list of admin users
	requires -p [user:password] if you are not using default admin credentials
	use -V [password] to add the password to a new user, specified like: swarmctl -U [new admin user] -V [password for new admin user]
	change password for existing user like: swarmctl -U [current admin username] -V [ new password for admin user]
	be advised when changing the admin password that other systems might have the admin password set and could potentially break if changed until they are updated

	swarmctl -V   Variables
	swarmctl -V [option] adds a variable option
	is not used standalone- this option is used to add information to other parameters
	examples include -C, -D, -U, -z

	swarmctl -w    Recovery Reports
	swarmctl -w gets the recovery reports for disks that have been retired or are retiring
	useful with -x -a to export all recovery reports to file for further analysis

	swarmctl -x   export to csv format
	swarmctl -x -[other option] allows you to export the output to csv (or json in some cases) format for further analysis
	useful with -a to export all nodes' information to file for further analysis
	works with multiple other options (it is not a standalone option)
	if used with -a, a zipped bundle will be made of the output and you will be prompted with the option to delete the individual files.
	some flags [-Q, -m, -z] allow multiple options for a single node, in which case the output may be bundled in a zip

	swarmctl -X   Don’t persist sessions
	swarmctl -X
	if you have hundreds of nodes, running cluster-wide operations might cause your client to run out of file descriptors
	run this to prevent session persistence while running other swarmctl options
	no need to use except if requested by Caringo Support

	swarmctl -z     Component Log Level
	swarmctl -z [component] -V [level]
	can run with multiple components in the same call: swarmctl -z component1 component2 [-V [level]]
	this option allows you to change the log level of a particular component instead of changing the log level of every component
	useful when troubleshooting very specific issues, especially in large environments where debug level produces too much data to sift through
	run with no options to see the default levels
	use like &quot;-z -V 0&quot; to reset all components to their default log level
	use with -a to affect all nodes

	swarmctl --debug     debug mgmt api calls
	swarmctl -[other flags] --debug {[api args http returns]} [api args http returns]
	this flag is used to show what's going on under the covers during swarmctl runs
	the &quot;api&quot; variable shows all of the mgmt api calls (this is default if no variable specified)
	the &quot;args&quot; variable just shows with args were called
	the &quot;http&quot; flavariableg shows all of the http traffic and headers
	the &quot;returns&quot; variable is verbose

	swarmctl --feeds     Feeds tables
	swarmctl --feeds shows the feeds tables for indexer and replication feeds
	this is the same information as seen in the feeds definition page
	does not show you feed statistics

	swarmctl --feed-control
	Apply to the whole feed across all nodes as applicable
	--feed-control [action] allows you to perform these operations: pause, resume, restart, setdefault
	--feed-type [type] specifies one of three types of feeds: searchfeeds, replicationfeeds, s3backupfeeds
	--feed-number [value] specifies the particular feed
	All of the above are required per operation

	swarmctl --feed-control and --node-feed-restart
	--feed-control [action] allows you to perform these operations: pause, resume, restart, setdefault
	--feed-type [type] specifies one of three types of feeds: searchfeeds, replicationfeeds, s3backupfeeds
	--feed-number [value] specifies the particular feed
	--node-feed-restart - restarts the feed ONLY for a particular node
	--feed-type and --feed-number are both required for both --feed-action and --node-feed-restart

	swarmctl --license    License information
	swarmctl --license shows the currently deployed license
	this is the same information as seen on the license page or in the license itself

	swarmctl --policies     Policies
	swarmctl --policies shows you the policies as currently evaluated by the cluster
	shows the policies for Replicas, ECEncoding, ECMinStream, and SizeVersioning

	swarmrestart
	swarmrestart [options]
	swarmrestart is a binary script replacement for the -G option in snmp-castor-tool.sh
	used to rolling restart a cluster
	common options include
	-p &quot;user:password&quot;
	-n - reboots only those nodes in the local NODES.csv file (like -n in snmp-castor-tool.sh)
	-m [minutes] - number of minutes to wait for a booted node to mount the disk. 45 minutes by default
	-d [ip address] - any IP in the cluster from which the script will read all storage IPs
	-v [version] - specify the version of storage nodes to restart. Default will restart any. Useful if you have already upgraded some nodes and want only to rolling reboot the nodes that haven't been upgraded yet.
	-x [filename] - a list of IPs that should NOT be rebooted
	-w [boot wait] - wait this long after rebooting a node until trying to contact it. Faster booting nodes, you can set this lower than the 5 minutes default.
	this script will generate a log file while running to show you exactly what's going on at each timestamp

	Wrap-Up
	There are plenty of options. 
	 Spend time in the lab before you need them, to know how they work and what might be useful for your environment. 
	 Please contact support with any issues or requests.
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